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Introduction

The purpose of this document is to describe EnsureDR capability to de Rdilovetailbackprocesausing
the EnsureDR plairm and NetApp Snap Mirror technology.

LIVE Failov&failback

EnsureDR Live failover is a feature that allows you to start business processes from the recovery site in c:
the primary site is down for any reascfhe failback is the ability of a systeéorestore all data back to the
primary site after a disaster is resolved.

Some companies have a policy to test the failover/failover process to ensure that in the event of a ree
disaster, the system will be ready to operate from tHisaster recoveryjocation In these cases, the
EnsureDR platform will enable you to completes thcheduled event and move all data to tdisaster
recoverysite. In order to be able to run the scheduled activity, prerequisites must be met before running
the live failover migration process.
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Prerequisites

To be able to perform Livieailover/Failback process there are several prerequisites that your environment
must meet.

EnsureDR prerequisites

To performLivefailover, you must create two servers for the EnsureDR platform in the disaster recovery
site. This document does not coutie configuration process for EDRM and EDRC servers, assuming it wa
done before you entered the NetApp EnsureDR failover/Failback process.

In case you need more information about prerequisites and setup for EBBRIC please take a look into an
on-line full user guideavailable on our site.

To start thefailback process on the primary site after the failure on the primary site is resolved, some
prerequistes must be met. Create and configure EDRC/EDRM servers on the primary site. On the new
created EDRM server, you must create a new EnsureDR job that will be used for the failback poobess.
able to create an EnsureDR job for the NetApp failbackga®idhe customer needs to set up a reverse Snap
Mirror process (from the disaster recovery to the primary sitfter the replication is established and
synchronized you can cread& EnsureDRb for the failback process.

NetApp prerequisites

To run he Live Failover process on the disaster recovery site, you must create NetApp ONTAP export polic
named "EDR" for the selected SVMs on the disaster site before running the Live Failover pibvdssare
ESXi hosts specified in the EnsureDR job maigidced in NetApp export policies named "EDR".

To run the Live Failback process to the primary site after the disaster is resolved, you must create NetA|
ONTAP export policies named "EDR" for the selected SVMs on the primary site before running the Li
Failback processAll VMware ESXi hosts specified in the EnsureDR job must be placed in NetApp expo
policies named "EDR".

You must start reverse replication NetApp Snap Mirror process from the disaster recovery to primary site t
be able tocreate EnsureDR job for the failback process.

Now that you are familiar with all the prerequisites for the failover/failover process, we can start by fine
tuning the process. If you have any further questions, please contact our support team at
support@ensuredr.com before proceeding to the next step.
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Failover process

The EnsureDRlatform supports NetApp Snap Mirror technology for the Live Failover/Failback process in
case the primary site is down, or the customer wants to perform a failocadivick process to ensure the
environment is ready for a disaster recovery scenario.

Primary site is down

There's been a real disaster

In the event of a disaster primary site will be down and unreachable to the end users so you will use th
EnsureDR ptiorm to restore all selected serverselectedin the EDRM jopto the disaster recovery
location. Because the primary site is down and inaccessible, there are no prerequisites thaboneed
performed on the primary site beforexecuting EnsureDRve filover on a disaster recovery site.

Prerequisites
1 On thedisaster recovergite,you already have EDRM and EBR@ersconfigured
1 You already have an EDRM job on the disaster recovery site
A This is mandatory step becauseitrashhits you primary site you won't be able to create an

EDRM job
A Best practice would be ttestthe EnsureDR joht least once in test mode in an isolated/bubble
networkk o6dzi AdGQa y2d4  YIFIYyRFG2NE &idSLJ

1 Export policis named "EDRS defined in NetApp at thelisaster recovergite to allow mapping of
the volume(s) to all ESXi hosts specified in the EDRM job

1 All VMs from the same NetApp volume must be selected in the EDRM job to avoid the possibility c
a VM not beingalected in the job, which could result in overwriting during the failback process and
loose of data.

1 Only the servers defined in the EnsureDR job will be automatically restored. Servers that are nc
selected in the EnsureDR job will be available/replicatadthe NetApp volume on the disaster
recovery site, but the VMware administrator must manually register these virtual machines. To avoic
this manual step, you must add all servers from the same NetApp volume to the EnsureDR job. Failu
to include all vitual machines in an EDRM job may result in data loss during the failback process.

When an EDRM Live Failover job is started ordibaster recovergite, the following workflow igxecuted

1 Break aNetAppSnapMirror replicatioron disaster recovery sitir al selected volumés) in EDRM
job

1 Create a new Junction Path{s)NetAppfor all volume(s) on disaster recovery sitefined in EDRM
job

1 Map/register all newly created Junction Pah(volumes)in VMware environmentin a disater
recoverysite

1 Register virtual machines that are selected in a job
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A Registered virtual machines will be connected with a flat network that is defined in the second
step (networking setuppf aEDRM job

Simulation of a real disaster

You can use the EnsureDR platform with NetApp Snap Mirror technology to simyddteaay site down
and recover all servers in a disaster recovery Jitee following prerequisites must be met before you can
continue with the recovery process at the disaster recovery site:

Prerequisites

T

T

= =4

All virtual machines that will be recovered orsaster recovery site must be powered off in primary

site

When all virtual machines are in a power down state, the NetApp administrator needs to verify that

replication is in sync and that there is na@llbetween the selected volumes on the primary and

disaster site

The network administrator needs to block access toghenarysite from the disaster recovery site

in order to simulate a real disaster

On the disaster recovery site, you already have EDRM and &8s configured

You already have an EDRM mmbthe disaster recovery site

A This is mandatory step becauseitrash hits youprimary site you won't be able to create an
EDRM job

A Best practice would be ttestthe EnsureDR joht least once in test mode in an isolated/bubble
networkz 6 dmdt a ma@n@aiory step

Export policies named "EDRiust be defined in NetApp at thelisaster recoverysite to allow

mapping of the volume(s) to all ESXi hosts specified in the EDRM job

All VMs from the same NetApp volume must be selected in the EDRM joloith the possibility of

a VM not being selected in the job, which could result in overwriting during the failback process anc

loose of data.

Only the servers defined in the EnsureDR job will be automatically restored. Servers that are nc

selected in the BsureDR job will be available/replicated on the NetApp volume on the disaster

recovery site, but the VMware administrator must manually register these virtual machines. To avoic

this manual step, you must add all servers from the same NetApp volume EntheeDR job. Failure

to include all virtual machines in an EDRM job may result in data loss during the failback process.

When an EDRM Live Failover job is started ordibaster recovergite, the following workflow igxecuted

T

T

T

T

Break aNetAppSnapMirror replicatioron disaster recovery sitior all selected volumés) in EDRM

job

Create a new Junction Path(s) in NetApp for all volume(s) on disaster recovery site defined in EDF

job

Map/register all newly created Junction Paths (volumes)Mware environmentin a disaster

recoverysite

Register virtual machines that are selected in a job

A Registered virtual machines will be connected with a flat network that is defined in the second
step (networking setuppf a EDRM job
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Primary site isecovered

Whether the primary site is restored after a real disaster or after a temporary disconnection during a disaste
simulation, we must take the following steps to avoid problems in the VMware environment at the disaster
recovery site before estalshing a network connection to the restored primary site.

A

A

Validate that all servers are recovered in disasemoverysite successfully before continuing to

the next steps

If all servers in the disaster recovery site are verified and running correctlgamproceedto

the primary site and removlo not deleteVM) from the VMwareinventoryall virtual machines

that are put in offline state at the beginning of the failover process to avoid duplicate servers in
the infrastructure.

To avoid loose of data please verify that NetApp volume in primary site has no sensitive data tha
was not replicated to the disaster recovery site at the beginning of Live Failover process (lik
server that was not select in EDRM job or similar). Afteviglal machines from previous step

are removed from the VMware inventogn the primary site unmount NetApp volurggefrom

the VMware environmenin primary site.

for all unmounted volume(s) from the previous step remdvetApp Junction Path(sin the
primary site

Now network administrators can establish communication between disaster recovery sites and
vice versa

When network connectivity is established théetApp administratorcan establishreverse
replication from the disaster recovery site tthe primary site Be aware that during reverse
replication NetApp volume will beverwritten with data from disaster recovery site

Now that the primary site is back online and the network connection is established, we can return to the
primary site from the diaster recovery site. During this process, all servers selected in the EDRM job will b
restored to the primary site.

The Failback procses

The failback process will be performed to migrate all selected virtual machines in the EnsureDR job from tt
disaster recovery sitbackto the primary site after the primary site is restored.

Prerequisites

1 All virtual machines that will beecovered on primary site must be powered off in disaster recovery
site

1 The network administrator needs to establish a link between the disaster recovery site and the
primary site, and vice versa.

1 When all virtual machines are offline disaster recovergite, the NetApp administrator needs to
establish a reverse synchronizatimom the disaster recovery sit® the primary site. ¥rify that
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replication is in sync and that there is no lag between the selected volumes alistster recovery

site and primary site. Once the sync is complete, you can move on to the next step.

On the primarysite, create and configure ne&EDRM and EDR€rvers

Create a job inside EDRM on primary site

A Best practice would be ttest the EnsureDR joét least once in test modaian isolated/bubble
networks o6dzi AGQ&a y2d4 F YIFIYyRFG2NE aG§SLI

Create arExport policies named "EDB# primary NetApp site thadllow mapping of the volume(s)

to all ESXi hosts specified in the EDRM job

All VMs from the same NetApp volume must be selectelénlEDRM job to avoid the situation that

the virtual machine is not automatically recovered by EDRM

A Only the servers defined in the EnsureDR job will be automatically restored. Servers that are nc
selected in the EnsureDR job will be available/replicaitedhe NetApp volume at the primary
site but the VMware administrator must them manually registered in the VMware environment.
To avoid this manual step, you must select all servers from the same NetApp volume to the
EnsureDR job befotthe failbackprocess.

Execute the job from EDRM servemprimary site

an EDRNailback process is startethe following workflow ixecuted

Break aNetAppSnapMirror replicatioron primary sitefor all selected volumés) in EDRM job

Create a new Junction Path(s) intAjgp for all volume(s) on primary site defined in EDRM job

Mapl/register all newly created Junction Paths (volume3jMwareenvironmentin a primarysite

Register virtual machines that are selected in a job

A Registered virtual machines will be connected with a flat network that is defined in the second
step (networking setuppf aEDRM job
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Appendix Example oLiveFailover/Failback process

In this example, we will show you a stbg-step process so youan have a better understanding of the

Failover/Failback process. For the demonstration, we will use VMware vSpheneemises with NetApp
ONTAP.

VMware environmenpre-checks

In our test labon primary sitewe have several virtual machines

vm vSphere Client

B B 8 @ £ Netapp | Aacrions v

7 VC100.EDRLAB100.Local Summary Monitor Configure Permissions VMs Updates
[E ESX100

CJEDR Virtual Machines VM Templates in Folders vApps VM Folders ]

[ Netapp

’ Y Filter
(3 1ab100-netapp-cos-4-02

& Name 7 v State v Status v Provisioned Space v Used Space v HostCPU v Host Mem
® lab100-netapp-cos-4-04

2 _ v Normal 801.99 GB 68214 GB 540 MHz 16.07 GB
(% lab100-netapp-ubt-18-03 -
(% lab100-netapp-ubt-18-04 ﬁ JAS10% netapprcos 402 bt~ e ey oM Sl
{3 1ab100-netapp-win2K16-02 % 1at v Normal 16 GB 246 GB 36 MHz 285MB
(3 labt v/ Normal 16 GB 10.44 GB OHz 2036GB
B labt v/ Normal 16 GB 1311GB 0 Hz
& 1ab100-net. v/ Normal 40 GB 19.8 GB OHz
v Normal 4408 GB 15.44 GB O Hz 405GB
swered O v Normal 16 GB 345GB 36 MHz 285 MB

which reside in two NFS datastores
1 prod_nfsl
1 prod_nfs2

vm vSphere Client Menu Vv

iy

B @ 8 8

v [ VCI00.EDRLABI00.Local
v [ ESX100

£ prod_nfsl
& prod_nfs2
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Onthe disasterecovery site we have setup EDRM and EBdRe&rs that will be used in this demao.

vm vSphere Client Menu v
E] Q 0 EDR ACTIONS v
~ [ VC200.EDRLABIOO.Local Summary Monitor Configure Permissions VMs Updates
v [ ESX200
> Virtual Machines VM Templates in Folders VAPDRS VM Folders
~ [JEDR
3 £0RC 7 &
3 EDRM
Name 1 v State v status v Provisioned Space v Used Space ¥ HostCPU v HostMem v
>
N % EDRC Powered On + Normal 63.81GB 26.46 GB 0Hz 404GB
N % EDRM Powered On v/ Normal 86.64 GB 3955GB 234 GHz 6.04 GB
>

The NetApp ONTAP environmeng-checks

Two volumes from primary site that are visible in VMware environment are defined in NetApp ONTAP.

Volumes SVM

+ Create  # Edit W Delete § MoreActions @ View Missing Protection Relationships ' Refresh £
Status = ‘ Name b Style w ‘ Aggregates = ‘ Thin Provision... = Available ... = Total Space = ‘ % Used = ‘ Type v ‘ Protection Rel... = Storage Efficie... = Application =

[x] prd_aggr1 -NA- -NA- -NA- -NA- w Yes Disabled -NA-

(] prd_aggr1 No 97104 MB 1GB 0 w No Disabled NA-

(] prd_aggri Yes 62.82 GB 103.09 GB 39 w Yes Enabled NA-

(] prod_nfs1 Flexvol prd_aggri Yes 12043 GB 200 GB 36 w Yes Enabled NA-

(] prod_nfs2 Flexvol prd_aggri Yes 123.76 GB 200 GB 33 w Yes Enabled NA-

For each of these two volumes, we set up replication using NetApp SnapMirror and replicate these tw

volumes to the disaster recovery site.

Volumes
Volume: prod_nfs1 < Back to All volumes # Edit i More Actions C Refresh
Overview Snapshots Copies Data Protection Storage Efficiency Performance
C Refresh -
Health Destination SVM ‘ Destination Volume Destination Cluster Relationship St... Transfer Status Type Lag Time Policy
[] DR_SVM1 prod_nfs1_DR CDOTDR Snapmirrored Idle Asynchronous Mirr.. MirrorAndvault
Volumes
Volume: prod_nfs2 < Back to All volumes # Edit i More Actions C Refresh
Overview Snapshots Copies Data Protection Storage Efficiency Performance
C Refresh ]
Health Destination SVM ‘ Destination Volume Destination Cluster Relationship St... Transfer Status Type Lag Time Policy
(/] DR_SVM1 prod_nfs2_DR CDOTDR Snapmirrored Idle Asynchranous Mirr MirrorAndvault
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The minimumconditionson the primary site are meOn the disaster recovery site, we need to create an
export policy named "EDR" and list all the VMware ESXi hosts that are defined in the EDRM job.

1 ONTAP System Manager

#0: Preview the new experience Type:  All - Search all Objects

E Dastiboass SVM Settings + Creae 4 Rename §§ Delete C Refresh
E Applications & Tiersp Protocols Policy =%
CIFs
E storage -
NFS
default
Nodes scsl
Policies
Aggregates & -
Diks 3 Export Palicies
Efficiency Policies
SUI5 Protection Policies
VaTiES Snapshot Policies
Qos Palicy Groups.
LUNs -
Services
Shares NIS
LDAP Client
trees -
Q LDAP Configuration + Add  # Edit [ Delete MoveUp ¥ Move Down C Refresh
Quotas Kerberos Realm Rule Index = | Client = | Access Protocals = | Read-Only Rule = | Read/Write Rule = | Superuser Access =8
3 Kerberos Interface
Junction Paths 1 NFS Any Any Any
DNS/DDNS
2 NFS Any Any Any
TTH Network » SVM User Details

In the "Protection” menu select "VolumRelationships" where you can validate that ongoing replication
from primary site to disaster recovery site is in good state.

1 ONTAP System Manager

#0: Preview the new experience Type:  All v Search all Objects

Volume Relationships

E Dashboard + Create ' Edit [ Delete &, Operations v C Refresh
E Applications &Tiers  » Source Storage Vir.. = | SourceVolu.. = | Destination ... = | Destination Stora.. = | IsHealthy ~ = | ObjectType = | Relationship ... = | Transfer Stat.. = | Relationship Type | Lag Time PolicyName = | PolicyType = @
Mi...
Storage
PRD_SVM1 prod_nfs1 prod_nfs1_DR DR_SVM 1 @ Yes Volume Snapmirrored Idle Asynchronous M... None MirrorAndvault  Asynchronous Mi
Network » PRD_SVM1 prod_nfs2 prod_nfs2_DR DR_SVM1 @ ves Volume snapmirrored Idle Asynchronous M... None MirrorAndvault Asynchronous Mi.
Protection -
Volume

Relationships

SVM DR
Relationships

Protection Policies

Now all the prerequisites in the environment setup are verified and allow us to move on to the LIVE Failove
step.
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StartingLIVE Failover process

Our goal is to realistically simulate a disaster event at the primary site that results in the primary site bein
unavailable and unreachable from the disaster recovery site.

Because of thesimulation, we need to take measures tme primary site to avoid data losturing the
Failback proces&efore sarting the EDRM job with the LIVE Failover option we need to do the following:
- shutdown all virtual machines that reside on NetApp volume defined in the EDRM job. All virtual
machines must be selected the EDRM job. Partial selectiof virtual machinegould lead to data
loss in the Failback process
- in NetAppmanagergcheck thatvolume is synchronized after the last virtual machine is shutdown and
that there is no lag in synchronization
- if the previous two steps are successful, the network administrator can block access to the primar
site from the disaster recovery site to simida real disaster

Shutting down virtual machines

QX
[a=tN
c

Validate that all virtual machines thegside2 y b S ! LILJ @2f dz¥Sa | NB Ay

vm vSphere Client Menu v Q, search in all environments C (® v  Administrator@VSPHERE.LOCAL v
Ig] g @ 8 prod_nfsl | actions -
7 VC100.EDRLABIOO Local Summary Monitor Configure Permissions Files Hosts VMs

[l ESX100

(5] datastorel

B datastore2
(& Datastorea Y Fiiter
&) datastore5

= Name 1 v State v staws ~  Provisloned Space v  UsedSpace v HostCPU v~ HostMem -
£ prod_esx_lunt

() AD102 Powered Off v Normal 4422 GB 2185GB OHz 0B

& prod_nfst

S prod_nfs2 {3 1ab100-netapp-cos-4-00 Powered Off v Normal

1046 GB 376 GB O Hz 0B

] lab100-netapp-ubt-18-00 Powered Off v Normal 1819 GB 1.04 GB OHz 0B

ﬁ lab100-netapp-win 2k16-00 Powered Off v Normal 4221GB 18.87 GB 0 Hz 0B

Now that all the VMs are offline, we can connect to NetApp ONTAP Manager to manually initiate replicatio
of the selected volumes to ensure that synchronization takes place after all the VMs are offline.

NetApp ONTAP synchronization process

Select NetApp ONTAP on the disaster recovery site, click the "Protection” menu, and select the "Volun
Relationship” option. Now all replicated volumes are listed in NetApp ONTAP Manager. Right click on tt
desired volume and select the "Update" option that will initiate synchronization between the primary and
disaster recovery site.

10
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1 ONTAP System Manager

#0: Preview the new experience

Type: All v

Search all Objects

Volume Relationships
E Dashboard + Create  # Edit [ Delete &, Operations v C Refresh
E Applications &Tiers  » Source Storage Vir. SourceVolu.. = | Destination .. = | Destination Stora... = | IsHealthy ~ = | ObjectType = | Relationship ... = | Transfer Stat.. = | Relationship Type | Lag Time PolicyName = | PolicyType = @
PRD_SVM1 prod_esx_lun1_vol prod_esx_luni_v.. DR_SYM1 @ Yes Volume Snapmirrored Idle Asynchronous M... 1 min(s) MirrorAndVault Asynchronous Mi... -
Storage »
PRD_SVM1 d_nfs1_DR DR_SVM 1 @ Yes Volume Snapmirrored Idle Asynchronous M... | 39 min(s) MirrorAndvault  Asynchronous Mi
/7 Edit
Network 13 PRD_SVM1 § Delere d_nfs2_DR DR_SVYM1 @ Yes Volume Snapmirrored Idle Asynchronous M... 39 min(s) MirrorAndvault — Asynchronous M
Protection - C Refresh
.
Relationships
SVM DR Quiesce
Relationships
Protection Policies Restore
Schedules Break N
. Source Location: PRD_SVM1:prod_nfs1 Oves Transfer Staws: Idle
Snapshot Policies
Destination Location: DR_SVM1:prod_nfs1_| ip State: Snapmirrored Current Transfer Type None
Events & Jobs » Source Cluster CDOTPRD-01 ompression Not Applicable Current Transfer Error None
‘ Volume Relationships
+ Creare  # Edit [ Delete 9, Operations «  Refresh
Source Storage Vir .= | Source Volu.. = | Destination ... = | Destination Stora.. = | Is Healthy = | Object Type = | Relationship .. = | Transfer Stat.. = | Relationship Type | Lag Time Policy Name = | Policy Type o
PRD_SVM1 prod_esx_lun1_vol prod_esx_luni_v.. DR_SVM1 @ ves Volume Snapmirrared Idle Asynchronous M_. 1 min(s) MirrorAndvault Asynchronous Mi
PRD_SVM1 prod_nfs1 prod_nfs1_DR DR_SVM1 @ ves Volume Snapmirrored Asynchronous M... 45 min(s) MirrorAndvault Asynchronous Mi...
PRD_SVM1 prod_nfs2 prod_nfs2_DR DR_SVM1 @ vYes Volume Snapmirrared Idle Asynchronous M_. 39 min(s) MirrorAndvault Asynchronous Mi

And when the synchronization is finished, we are sure that all virtual machines that are powered off are

replicated to the disaster recovery site are replicated with the latest changes.

Volume Relationships

+ Creste  # Edit  [§ Delete 9, Operations « C Refresh

Source Storage Vir = | Source Volu.. = | Destination .. = | Destination Stora.. = | Is Healthy = | Object Type = | Relationship .. = | Transfer Stat.. = | Relationship Type | Lag Time Policy Name = | Palicy Type =%
PRD_SVM1 prod_esx_lun1_vol prod_esx_luni_v.. DR_SVM1 @ vYes Volume Snapmirrored Idle Asynchronous M.. 9 min(s) MirrorAndvault Asynchronous Mi.
PRD_SVM1 prod_nfs1 prod_nfs1_DR DR_SVM1 @ ves Volume Shapmirrored | Idle Asynchronous M.. 1 min(s) | MirrorAndvault Asynchronous Mi.
PRD_SVM1 prod_nfs2 prod_nfs2_DR DR_SYM1 @ ves Volume Snapmirrored Idle Asynchronous M... 46 min(s) MirrorAndvault Asynchronous Mi...

Now we can disconnect the primary site from the network level, so the primary site is inaccessible from th

disaster site.

11
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For the purposes of this tutorial, we will simulate a loss of connectivity by disconnecting NetApp from the
local network. As youan see on the main site, VMware vcenter reports that NetApp Snapshot Volumes are
unavailable.

vm vSphere Client Menu v

] g8 @ [ ESX100 | acrions~
v 7 VCI00.EDRLABI0O.Local Summary Monitor Configure Permissions Hosts & Clusters VMs Datastores Networks Updates
v [EBESX100

Datastore Clusters Datastore Folders

Y Fiter
oz Name v Status v Type v  DatastoreClu.. v  Capaclty v Free p v
5@ prod_nfs (inaccessible) = .
s €@ prod_nfst (inaccessible) v/ Normal NFS 3 190 GB 0B
(E& prod_nfs2 (inaccessible) —
@ prod_nfs2 (inaccessible) v/ Normal NFS 3 186 GB 0B
v/ Normal VMFS 6 95375 GB 9236 GB
v/ Normal VMFS 6 931GB 1"7GB
v/ Normal VMFS 6 458.25GB 148.04 GB
v/ Normal VMFS 6 47675 GB 376.22 GB

Same as for virtual machines that were hosted on NetApp volumes that are now unavailable.

vm vSphere Client Menu v Search in all environments

g @ £ prod_nfs1 | acrionsv
~ [F VCI00.EDRLABIOO.Local Summary Monitor Configure Permissions Files Hosts VMs
v [ ESX100

Virtual Machines VM Templates in Folders

Y Filter
Name 1 v State v | Staws v Provisioned Space v UsedSpace v HostCPU v HostMem
B
prod_nfsl (inaccessible)
< E AD102 (inaccessible) Powered Off ? Unknown 4422 GB 2185 GB 0 Hz 0B
; prod_nfs2 (inaccessible)
@ 1ab100-netapp-cos-4-00 (inaccessible) Powered Off ? Unknown 1046 GB 376 GB 0Hz 0B
i) lab100-netapp-ubt-18-00 (inaccessible) Powered Off ? Unknown 1819 GB 104 GB 0 Hz 0B
E 1ab100-netapp-win2k16-00 (inaccessible) Powered Off ? Unknown 4221GB 1887 GB 0 Hz 0B

As we show, there is no connection between VMware vCenter atédpp volumes on the primary site
either connectivity between NetApp on the primary and disaster recovery site

1 ONTAP System Manager

#0: Preview the new experience Type:  All - Search all Objects

1 Volume Relationships
E Dashboard + Create g Edit [ Delete W, Operations « C Refresh
E Applications &Tiers b Source Storage Vir... = | sourceVolu.. = | Destination ... = | Destination Stora... = | Is Healthy = | ObjectType = | Relationship ... = | Transfer Stat.. = | Relationship Type | Lag Time Policy Name = | Policy Type =l
PRD_SVM1 prod_esx_lun1_vol prod_esx luni_v.. DRSYM1 9 No Volume Snapmirrored Idle Asynchronous M._. 1 hr(s) 31 min(s) MirrorAndVault Asynchronous Mi. -
Storage »
PRD_SVM1 prod_nfs1 prod_nfs1_DR DR_SVM1 - % ynchronous M. 5day(s) 23 hi(s) .. MirrorAndvault  Asynchironous Mi
pdate
Network » PRD_SVM1 prod_nfs2 prod_nfs2_DR DR_SVM1 ynchronous M... 7 hr(s)21 min(s) ~ MirrorAndvault  Asynchronous Mi
(@ Updates the data from the source volume to the destination volume This
@ Protection <> operation will continue to run in the background. You can check the transfer
status in the details tab.
Volume Source CDOTPRD-01://PRD_SVM1/prod_nfs1
Relationships © Error loading data. ONTAP AP Failed: Failed to contact peer
cluster "CDOTPRD-01" at addresses: 10.120.0.109. RPC: Remote
SVM DR system error [from mgwd on node "CDOTDR-01" (VSID: -1) 0
Relationships mgwd at 10.120.0.109]
. . Destination: ~ CDOTDR://DR_SVM1/prod_nfs1_DR
Protection Policies
Configuration -
Schedules @ As per policy @ -
Snapshot Policies Source Location: PRD_SVM1:prod_nfs1 Is Healthy: Select Snapshot copy
Destination Lecation: DR_SVM1:prod_nfs1_DR Relationship Stat
S Events & Jobs 4 Source Cluster: CDOTPRD-O1 Network Compre
Ratio: (O vimit transfer bandwidth to mbps
. 3 Destination Cluster:  CDOTDR
Configuration »
Transfer Schedule: None

All conditions are met so we can continue to run LIVE Failover process on disaster recovery site.
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GEnsureDR

www.ensuredr.com

LIVE Failover

Log in to the EDRBErver, select the desired job, rigblick and select the Run LIVE Failover option.

Warning message popup, you must click on Yes to continue with LIVE Fa&kfeee. clicking on the Yes button, you
can click on the link to get moreformation about the LIVE Failover process available online.
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